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Abstract—This paper proposes an efficient combination of algorithms for the automated localization of the optic disc and 

macula in retinal fundus images. There is in fact no reason to assume that a single algorithm would be optimal. An 

ensemble of algorithms based on different principles can be more accurate than any of its individual members if the 

individual algorithms are doing better than random guessing. We aim to obtain an improved optic disc and macula 

detector by combining the prediction of multiple algorithms, benefiting from their strength and compensating their 

weaknesses. The location with maximum number of detectors’ outputs is formally the hotspot and is used to find the optic 

disc or macula center. An assessment of the performance of integrated system and detectors working separately is also 

presented. Our proposed combination of detectors achieved overall highest performance in detecting optic disc and fovea 

closest to the manually center chosen by the retinal specialist.  
 

Index Terms— Diabetic retinopathy, macula detection, optic disc detection, retinal imaging  

I. INTRODUCTION 

The retina is a delicate light sensitive lining located at the back of our eye that ―takes pictures‖ and sends the images 

to the brain. Diabetic retinopathy (DR) is the damage to the eye's retina that occurs with long-term diabetes, which 

can eventually lead to blindness. The blood vessels that provide nourishment to the retina, in case of a person with 

diabetes may weaken and leak, forming small, dot-like hemorrhages.  These leaking vessels often lead to swelling or 

edema in the retina and decreased vision. The fluorescein angiography and retinal photography are the most 

commonly used imaging of eye that provides ophthalmologists the possibilities to monitor the progression of the 

disease and to make decisions for the appropriate treatment.  Screening programs for DR are being introduced and 

automation of image grading would have a number of benefits.  However, an important prerequisite for automation 

is the accurate location of the main anatomical features in the image, notably the optic disc (OD) and the macula. 

The optic disc is a circular shaped anatomical structure with a bright appearance. It is the location where the optic 

nerve enters the eye. If the position and the radius of the optic disk are detected correctly, then they can be used as 

references for approximating other anatomical parts e.g. macula and the fovea. The macula is located roughly in the 

center of the retina, temporal to the optic nerve.  It is a small and highly sensitive part of the retina responsible for 

detailed central vision.  The macula allows us to appreciate details and perform tasks that require central vision such 

as reading. The fovea is the very center of the macula, the site of our sharpest vision (see Fig 1). Information about 

the locations of these features is necessary because the severity and characterization of abnormalities in the eye 

partially depends on their distances to the fovea. Optic disc detection is important in the computer-aided analysis of 

retinal images. It is crucial for the precise identification of the macula to enable successful grading of macular 

pathology such as diabetic maculopathy (clinically significant macular edema, macular ischemia). Much work has 

been carried out in this field and series of interesting algorithms includes [1-5] have been proposed in the recent past 

using various methods ranging from filtering [6] and threshold methods [7] to kNN regression [8]. Performance is 

generally good, but each method has situations, where it fails.  

However, there is in fact no reason to assume that a single algorithm would be optimal for the detection of various 

anatomical parts of the retina. It is difficult to determine which one is the best approach because good results were 

reported for healthy retinas but less precise on a difficult data set i.e., the diseased retinas with variable appearance 

of ODs in term of intensity, color, contour definition etc.  

  In this paper, we suggest an approach to automatically combine different optic disc and macula detectors, to 

benefit from their strengths while overcoming their weaknesses. In particular, we propose a ―flexible‖ (instead of 



fixed) combination scheme which is triggered by hotspots - the region with maximum number of algorithms‘ 

outputs. In order to balance the contribution of individual algorithms participating in determining the final decision, 

weights are assigned to the outputs. The criterion for the selection of the candidate algorithms to be combined is 

based on different principles, good detection accuracy or low computation time. Experimental results and analysis 

are provided on the following three publically available databases Diaretdb0 [9], Diaretdb1 [10] and DRIVE [11]. 

We show that our combination approach outperforms the individual algorithms for both the detection of optic disc 

and the localization of the fovea.   

 
Fig. 1. A retinal fundus images and main anatomical features. 

 

In the rest of the paper, section 2 presents some existing optic disc and macula detection algorithms which we have 

used in our proposed system. Section 3 motivates the use of ensemble methods as proposed procedure, while section 

4 discusses the results. Section 5 gives conclusion and further recommendations. 

 

II. ALGORITHMS USED FOR THE PROPOSED ENSEMBLE-BASED SYSTEM  

An ensemble of classifiers is a set of classifiers whose individual decisions are combined in some way (typically by 

unweighted or weighted voting) to classify new examples. The main discovery is that ensembles are often much 

more accurate than the individual classifiers that make them up. Imagine that we have an ensemble of three 

classifiers: {h1, h2, h3} and consider a new case x. If the three classifiers are identical (i.e., not diverse), then when 

h1(x) is wrong, h2(x) and h3(x) will also be wrong. However, if the error made by the classifiers are uncorrelated, 

then when h1(x) is wrong, h2(x) and h3(x) may be correct, so the majority voting will correctly classify x [12]. 

Following this idea, we have collected a set of optic disc and macula detectors to benefit from their predictions for 

finding a more accurate optic disc and macula center.  

 

2.1 Description of algorithms used for detecting optic disc 

 

Although numerous optic disc algorithms have been developed, a major concern in constructing ensembles is how to 

select appropriate algorithms as ensemble components. A challenge is that there is not a single algorithm that can 

outperform any other algorithms in all respect i.e., to reduce the complexity and computational time while achieving 

better performance. Despite of these facts, we propose adopting the following OD detectors found to achieve better 

predictive accuracy when combined; nevertheless much effort has been devoted to this area and need further 

attention as well. We now discuss the key OD detector algorithms that have been improved and implemented. 

 

2.1.1 Based on pyramidal decomposition (ODpd ) 

 

This algorithm relies on three assumptions. First, the image is centered on the macula or optic disc, second, the OD 

represents a bright region (not necessarily the brightest) and finally, the form of the OD is approximately circular. 

Based on the hypothesis that the optic disc is roughly a circular patch of bright pixels surrounded by darker pixels 

https://www.researchgate.net/publication/221259835_DIARETDB1_diabetic_retinopathy_database_and_evaluation_protocol?el=1_x_8&enrichId=rgreq-b77442a5-5472-490e-9af1-44405b8ed910&enrichSource=Y292ZXJQYWdlOzIyMDEzNTU3MztBUzoxMDE5ODUxMDE1NDk1ODZAMTQwMTMyNjU1MjAwNw==
https://www.researchgate.net/publication/255610068_DIARETDB0_Evaluation_Database_and_Methodology_for_Diabetic_Retinopathy_Algorithms?el=1_x_8&enrichId=rgreq-b77442a5-5472-490e-9af1-44405b8ed910&enrichSource=Y292ZXJQYWdlOzIyMDEzNTU3MztBUzoxMDE5ODUxMDE1NDk1ODZAMTQwMTMyNjU1MjAwNw==


Lalonde et al. [3] propose to locate the candidate OD regions on the green plane of the original image by mean of 

pyramidal decomposition (Haar-based discrete wavelet transform). In the low resolution image pixels which have 

the highest intensity values compared to the mean pixel intensity over the search area were selected as possible 

candidates. Next, smoothing is done within each of these regions and the brightest pixel is selected as a possible OD 

center point and its confidence value is computed as the ratio of average pixel intensity inside a circular region 

centered at the brightest pixel and the average intensity in its neighborhood.  

 

2.1.2 Based on edge detection (ODed)  

 

In this method, Lalonde et al. [3] search the area identified by the pyramidal decomposition (see section 2.1.1) for a 

circular shape. To reduce the number of regions of interest, contiguous regions were aggregated into a single zone. 

A binary edge map is obtained by performing Canny edge detection in the region of interest first, and then a 

thresholded image IT is obtained with a special threshold value computed from noisy edge map. The search for the 

OD contour is performed using an algorithm based on Hausdorff distance. The Hausdorff distance provide a degree 

of mismatch between two sets of points, defined as 

 

H(A, B) = max(h(A, B), h(B, A))  with   
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Several circular templates of variable sized diameters were used to compute the Hausdorff distance between the 

templates and thresholded image IT containing edges. Hence, a percentage of matches are computed, and if the 

certain proportion of the pixels template is found to overlap edge pixels in IT  then the location is retained as the 

centre point of a potential OD candidate.  

 

2.1.3 Based on entropy filter (ODef) 

 

Sopharak et al. [4] presented the idea of detecting the optic disc by entropy filtering. The original RGB image is 

transformed into HSI color space, median filtering is applied to remove possible noise and for contrast enhancement 

contrast limited adaptive histogram equalization (CLAHE) is done to the I band. After preprocessing, optic disc 

detection is performed by probability filtering, using the following equation:  
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where 
xIP is the probability mass function of the pixel intensities Ix in a local neighborhood of x. Binarization is done 

with Otsu‘s algorithm [13] to separate the complex regions from the smooth ones, and the largest connected region 

with an approximately circular shape is marked as a candidate for the optic disc. 

 

2.1.4 Based on Hough transformation (ODht) 

 

Ravishankar et al. [14] tried to track the optic disc by combining the convergence of the only thicker blood vessel 

initiating from it and high disk intensity properties in a cost function. On initially resized image to standard 

resolution (768 × 576), a grayscale closing operation is performed on the green channel image. This step is followed 

by thresholding and median filtering to obtain the binary image of the blood vessels. The segments of the thicker 

blood vessels skeleton are modeled as lines found by the Hough transform.  The dataset of lines generated is reduced 

by removing those lines with slopes θ < 45
0
. This reduced dataset of lines is intersected pair- wise to generate an 

intersection map. The map is dilated to make the region of convergence more apparent. A weighted image is 

produced by combining this dilated intersection map and preprocessed green channel image. A cost function is 

defined to obtain the optimal location of the OD that is a point which maximizes the cost function.  

 

2.1.5 Based on feature vector and uniform sample grid (ODfv) 

 

https://www.researchgate.net/publication/232630688_Automated_feature_extraction_for_early_detection_of_diabetic_retinopathy_in_fundus_images?el=1_x_8&enrichId=rgreq-b77442a5-5472-490e-9af1-44405b8ed910&enrichSource=Y292ZXJQYWdlOzIyMDEzNTU3MztBUzoxMDE5ODUxMDE1NDk1ODZAMTQwMTMyNjU1MjAwNw==
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https://www.researchgate.net/publication/11653391_Fast_and_robust_optic_disc_detection_using_pyramidal_decomposition_and_Hausdorff-based_template_matching?el=1_x_8&enrichId=rgreq-b77442a5-5472-490e-9af1-44405b8ed910&enrichSource=Y292ZXJQYWdlOzIyMDEzNTU3MztBUzoxMDE5ODUxMDE1NDk1ODZAMTQwMTMyNjU1MjAwNw==
https://www.researchgate.net/publication/11653391_Fast_and_robust_optic_disc_detection_using_pyramidal_decomposition_and_Hausdorff-based_template_matching?el=1_x_8&enrichId=rgreq-b77442a5-5472-490e-9af1-44405b8ed910&enrichSource=Y292ZXJQYWdlOzIyMDEzNTU3MztBUzoxMDE5ODUxMDE1NDk1ODZAMTQwMTMyNjU1MjAwNw==


Niemeijer et al. [15] defines a set of features based on vessel map and image intensity, like number of vessels, 

average width of vessels, standard deviation, orientation, maximum width, density, average image intensity etc., 

measured under and around a circular template to determine the location of the optic disc. After pre-processing, each 

image is scaled so that the width of its field of view (FOV) is 630 pixels. The binary vessel map obtained [16] is 

thinned until only the centerlines of the vessels remain and all the centerline pixels that have two or more neighbors 

are removed. Next, the orientation of the vessels is measured by applying principal component analysis on each 

centerline pixel with its neighboring pixel on both sides. A two step sampling process is launched to get the training 

database. First, using the circular template of radius r = 40 pixels having manually selected OD center within the 

radius, all features are extracted for each sample location (a uniform grid spaced 8 pixels apart) of the template 

including distance d to the true center. In the second step, 500 randomly selected location (i.e., not on a grid) in the 

training image were sampled in a similar fashion. To locate the OD, a sample grid (grid points spaced 10 pixels 

apart) is overlaid on top of the complete FOV and features vector are extracted and rough location of OD is found 

containing pixels having lowest value of d. The process is repeated with a 5x5 pixel grid centered on the rough OD 

location to get the more accurate OD center.  

 

2 .2 Description of algorithms used for detecting macula 

 

In this section, we present an overview of those macula detector algorithms that were selected for the ensemble-

based system.  

 

2.2.1 Macula detection based on intensity (MI ) 

 

In [17] a region of interest (ROI) is defined to process macula detection. A Gaussian low pass filter is applied to 

smooth the intensity of the image. The statistical mean and standard deviation of the ROI area is used to compute a 

threshold for segmentation to get binary objects. The object that is located nearest to the center of the ROI is labeled 

as macula of the retina. Its center of mass is considered to be the center of the macula. However, we did some 

modification to this approach, because it is not mentioned in the article how this ROI is defined; therefore instead of 

restricting the process to a specific ROI we applied it to the whole image. The smoothing of the image is done using 

a large kernel (70 × 70 pixels with σ = 10) so that vascular network and small patches do not interfere in detection. 

Then, the thresholding based segmentation process is launched which generate a set of binary images corresponding 

to different threshold values in iteration. In each binary image, the object satisfying the area and distance from the 

center constraints are identified. Finally, the object found nearest to the center with minimum surface area is marked 

as macula  

 

2.2.2 Macula detection based on spatial relationship with the optic disc (Msr) 

 

In [18] a region of interest (ROI) for macula is defined by means of its spatial relationship with the optic disk. That 

is the portion of a sector subtended at the center of the optic disk by an angle of 30º above and below the line 

between this center and the center of the retinal image disk. The macula is identified within this ROI by iteratively 

applying a threshold, and then applying morphological opening (erosion followed by dilation) on the resulting blob. 

The value of the threshold is selected such that the area of the smoothed macula region is not more than 80% of that 

of the detected optic disk. The fovea is simply determined as the centroid of this blob.  

 

2.2.3 Macula detection based on temporal arcade (Mta) 

 

Fleming et al. [19] proposed to identify the macular region based on the information of the temporal arcade and 

optic disc center. First, the arcade was found by using semielliptical templates having a range of sizes, orientations, 

and eccentricities and having right- and left-handed forms. Next, the optic disc was detected by using a Hough 

transform with circular templates having diameters from 0.7 to 1.25 OD diameter (DD). Finally, the fovea was 

detected by finding the maximum correlation coefficient between the image and a foveal model. The search was 

restricted to a circular region with diameter 1.6 DD centered on a point that is 2.4 DD from the optic disc and on a 

line between the detected optic disc and the center of the semi-ellipse fitted to the temporal arcades. 

 

2.2.4 Macula detection based on Watershed and morphological operators (Mwm) 

 

https://www.researchgate.net/publication/223474339_Fast_detection_of_the_optic_disc_and_fovea_in_color_fundus_photographs?el=1_x_8&enrichId=rgreq-b77442a5-5472-490e-9af1-44405b8ed910&enrichSource=Y292ZXJQYWdlOzIyMDEzNTU3MztBUzoxMDE5ODUxMDE1NDk1ODZAMTQwMTMyNjU1MjAwNw==
https://www.researchgate.net/publication/46642678_Comparative_study_of_retinal_vessel_segmentation_methods_on_a_new_publicly_available_database?el=1_x_8&enrichId=rgreq-b77442a5-5472-490e-9af1-44405b8ed910&enrichSource=Y292ZXJQYWdlOzIyMDEzNTU3MztBUzoxMDE5ODUxMDE1NDk1ODZAMTQwMTMyNjU1MjAwNw==
https://www.researchgate.net/publication/7272726_Automated_Assessment_of_Diabetic_Retinal_Image_Quality_Based_on_Clarity_and_Field_Definition?el=1_x_8&enrichId=rgreq-b77442a5-5472-490e-9af1-44405b8ed910&enrichSource=Y292ZXJQYWdlOzIyMDEzNTU3MztBUzoxMDE5ODUxMDE1NDk1ODZAMTQwMTMyNjU1MjAwNw==


Zana et al. [20] presented a region merging algorithm based on watershed cell decomposition and on morphological 

treatments for macula recognition. After noise removal, morphological closing followed by opening is performed to 

remove the small dark holes and white spots. A watershed based decomposition of the gradient image into cells is 

done, and the cell with darkest gray level inside the macula is selected as the first step of a merging algorithm. A 

complex criterion based on the gray values and of edges of the filtered image is calculated to merge the cells of the 

macula while rejecting perifoveal inter-capillary zones in order to produce the contour of the macula. 

 

2.2.5 A novel approach (Mn) 

 

Besides the algorithms discussed so far, we have also tested our novel contribution for macula detection and used its 

results in our combined system. First, we extract the green plane form the color fundus image. Then, we generate the 

background image by applying an A × A median filter and subtract it from the green plane, resulting in a shade 

corrected image. Next, we binarize the image by considering all-non zero pixels as foreground pixels, and others as 

background. Finally, we apply an image labeling procedure and select the largest component as the macula. 

 

III.   PROPOSED COMBINATION OF THE ALGORITHMS 

As discussed in [12], an ensemble classifier can be more accurate than any of its individual members if the 

individual classifiers are doing better than random guessing. Because, if the algorithms are complementary, then 

when one or a few algorithm makes an error, the probability is high that the remaining algorithms can correct this 

error. The main steps involved in the proposed system are depicted in the flowchart (Figure 2), that present a 

compact summary of our approach. The extensive tests have shown that combining the predictions of multiple 

detectors is more accurate than any of the individual detectors making up the ensemble.  

 

 
 

Fig. 2.  Flowchart showing the steps of the proposed technique. 

3.1   Computing distribution shift factors 

 

The macula/OD centers detected by a particular algorithm in all test images are mapped onto a single image to check 

the distortion of its distribution. We observed that, the outputs generated by the algorithms are quite dispersed and 

deviated from the manually selected macula center. In Figure 3a, the Gaussian kernel density estimation of the MI 

[17] algorithm outputs is shown for the macula and of the ODfv [15] algorithm  for the OD, respectively. Therefore, 

we propose to compute the distortion in the data and applying a shift operation prior to actual combination of 

outputs for finding macula center to make the individual algorithms unbiased. To compute the shift factor we 

calculate the average difference between the candidate of the algorithm and the manually selected macula center for 

those n images, where the algorithm successfully found the macula/OD region. That is, for the horizontal and 

vertical components of the shifting vector we have:    

 

https://www.researchgate.net/publication/223474339_Fast_detection_of_the_optic_disc_and_fovea_in_color_fundus_photographs?el=1_x_8&enrichId=rgreq-b77442a5-5472-490e-9af1-44405b8ed910&enrichSource=Y292ZXJQYWdlOzIyMDEzNTU3MztBUzoxMDE5ODUxMDE1NDk1ODZAMTQwMTMyNjU1MjAwNw==
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where (xi, yi) stands for the fovea/OD center candidate of the algorithm on the i
th

  image, while (xmi, ymi) is for the 

manually selected fovea/OD center. The new outputs distribution is generated by applying the distortion shift factor 

on each output pixel coordinate. The improvement in the result can be seen in Figure 3.  

a. b. c. d. 

e. f. g. h. 

 
Fig. 3. a-d) The distortion in macula detector outputs[17] before and after applying shift factor, e-h) the distortion in OD algorithm [15] outputs 

before and after applying shift factor. 

 

3.2   Detecting hotspot region for OD/macula 

 

3.2.1 OD and macula detection separately 

 

We first devised a circular template voting scheme to determine the hotspot region i.e., an area in the image where 

majority of the outputs lies. A circular template of radius R is fit on each pixel in the image and outputs of candidate 

algorithms that fall within the radius of the predefined circular template are counted. The circular template covering 

the maximum number of optic disc detector outputs in its radius is considered to be a hot spot. There can be more 

hot spots covering the maximum number of detector outputs in their radius; hence they together define a hot spot 

region, the patch with highest probability. The radius R of the template was set to 102 pixels, keeping in view the 

fact that clinically this is the average OD radius at the investigated resolution (field of view FOV equal to 1432). A 

circular template voting scheme has an intuitive appeal, and our results shows it works well in practice. Over all, we 

have used the outputs of the five algorithms for OD detection and five algorithms for macula detection, as discussed 

in section 2, in our combined system. Following the principal of majority voting, the center of the circular templates 

covering the maximum number of OD detectors and macula detector outputs in its radius is considered to be the OD 

and macula hotspots, respectively. If there is a tie then such conflict are handled using an additional post processing 

e.g., for OD detection, the Gaussian filter is applied on the green channel of the image with a large sigma (σ = 300). 

The smoothened image is then subtracted from the original image to get resultant image, a rather darker image in 

which OD appears as a brighter patch as compare to the background image. The average intensity around the 

detectors outputs is computed using the same circular template, and the template with the highest average intensity 

is selected as the best OD hotspot region.  

     In case of macula detection, we observed and tested that the vessel based macula detection algorithm Mta [19] 

influenced the combination result therefore whenever there is conflicting situation or ties among hotspot regions, the 

https://www.researchgate.net/publication/223474339_Fast_detection_of_the_optic_disc_and_fovea_in_color_fundus_photographs?el=1_x_8&enrichId=rgreq-b77442a5-5472-490e-9af1-44405b8ed910&enrichSource=Y292ZXJQYWdlOzIyMDEzNTU3MztBUzoxMDE5ODUxMDE1NDk1ODZAMTQwMTMyNjU1MjAwNw==
https://www.researchgate.net/publication/7272726_Automated_Assessment_of_Diabetic_Retinal_Image_Quality_Based_on_Clarity_and_Field_Definition?el=1_x_8&enrichId=rgreq-b77442a5-5472-490e-9af1-44405b8ed910&enrichSource=Y292ZXJQYWdlOzIyMDEzNTU3MztBUzoxMDE5ODUxMDE1NDk1ODZAMTQwMTMyNjU1MjAwNw==


hotspot region containing algorithm Mta output is given preference and is selected for further processing. If the 

output of Mta is lying isolated and not as part of any hotspot regions detected, then such conflicting situation is 

handled by computing distance between hotspots centers and the center of the image followed by selecting the 

minimum distanced region.   

Sometimes, majority voting may fail to detect the correct OD or macula center, especially in case of diseased retina 

(see figure 4, where template with three outputs is assumed to be the best hotspot for OD).  

 

 
Fig. 4. False positive reported in the majority voting during OD detection. 

 

Therefore, we proposed a more sophisticated alternative method to avoid these shortcomings, explained in the 

following section. 

  

3.2.2 OD and macula detection based on mutual information 

 

The raise in accuracy can be obtained by exploiting the anatomical constraints between OD and macula, particularly 

the information about distance and angle criteria can be used to choose the best candidate hotspot region pair. The 

minimum radius bounding circle around a set of points is a simple measure of the area they occupy, as well as a 

useful tool in graphical applications. Welzl [21] proposed a simple randomized algorithm for the minimum covering 

circle problem that runs in expected O (N) time. Therefore to reduce the image processing needs instead of scanning 

the whole image, a minimum radius bounding is used to locate the hotspot region as being candidate of optic 

disc/macula. For this purpose, an un-ordered collection of different OD detectors and macula detectors are produced 

separately using combination rule: 
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where n, r are non negative integers and r ≤ n. Here, n is the number of detectors and r is the number of items taken 

from n elements. The minimal enclosing circle algorithm considers every circle defined by these set of detectors 

generated using combination without replacement. The algorithm returns center and radius of the circle defined by 

detectors. There can be many such circular regions, however to validate a region as being hotspot region (candidate 

for OD/macula), the OD radius is used as threshold criteria to accept or discard a circle. i.e., if the radius of the 

minimal enclosing circle is less than or equal to the OD radius, then such a circle is considered as candidate for 

OD/macula. For all hotspots regions for macula and optic disc detected in this way, we calculate the score using 

their mutual information and the candidate hotspot pair with maximum score is selected as the best hotspot region 

for macula and OD. The score of a pair is based on the cardinalities i.e., number of output present in a hotspot and 

penalties in term of distance and angle errors: 
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Here, Mi is the i
th

 macular candidate hotspot and ODj is the j
th

 OD candidate hotspot region, | . | stands for the 

cardinality of a set. Derr and Aerr is the distance and angle error respectively, obtained as a difference between 

computed values and average values. Using manually marked macula and OD centers, we found that the average 

distance (Davg) is 114 pixels and the average angle (Aavg) is ± 6º. Fig 5a shows the hotspot regions, the solid circles 

with triangles representing macula detectors and dashed circles with squares representing OD detectors are the 

macula and OD hotspots respectively. In Figure 5b, all possible OD/macula pairs are shown (dashed lines), the solid 

line between OD1 and M1 has the maximum score i.e., best satisfying the cardinality, distance and angle criteria. 

 

3.3 Center of the Hotspot based on a weighted combination  

 

The center of the final hotspot regions could be found by averaging algorithms outputs, however, for a more 

accurate estimation, weights can be associated with detector outputs to determine the final location. The principal 

difficulty is how to choose the ‗right‘ weights. By following classical statistical recommendations, we assumed the 

observed data set to be linear combinations on certain basis. Therefore, weights wi can be computed for the x-

coordinates and y-coordinates of the detectors outputs. 

 

  
a.                                                                                       b. 

 

Fig. 5 a) A retinal image with spotted hotspot regions for macula and OD,    b) M1 and OD1 satisfying geometric constraints with highest score. 

 

If we denote the output centers of the individual algorithms by random variables S1(x1, y1), S2(x2, y2), . . . , SN(xN , yN) 

with distinct variances 0, >)( 2

iiSVar  then the problem of outputs combination is to reduce these N outputs to one 

final center Sw(xw , yw). An appropriate combination of the outputs can be the weighted linear combination 
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where w1, w2, . . . , wN are non-negative weights, constrained to sum to 1. This constraint guarantees the combined 

estimate to remain unbiased. The variance of the estimator Sw is determined by the choice of weights and the 

variances of the individual outputs. When the random variables are independent then the variance of the estimator Sw 

is determined only by the choice of weights and the variance of individual outputs. In this case we have to minimize 

the expression below 
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In this way the choice of weights that minimize the variance of the combined estimate is  
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as a result of [22]. Choosing these weights leads to small variance, hence, the expected Euclidean distance from the 

true center of the combined estimate can be minimized. The higher the weight for an output, the more that detector 

is trusted to provide the correct answer. In the other case, when the random variables are dependent then we have to 

consider the pair wise covariances, as well. We minimize 
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 to get the optimal combinations for the weights.  We can also write (3) as Var(Sw) = w
T 

D w, where w is a vector 

containing the weights and D is a matrix containing the pair-wise covariances. This minimum problem can be solved 

via derivation i.e., (∂Var(Sw) ∕ ∂wi = 0) should be solved for the N variables w1, w2, …, wN to determine the proper 

weights.  

     

In our setup, we have compared all the macula and OD detectors, respectively with χ
2 

– test to check their 

independency. Then, according to above description we removed the term Cov(Si, Sj) from (3), when the i
th

 and j
th

 

algorithms were proven to be independent. 

 

IV. RESULTS AND DISCUSSION 

 

We have evaluated our proposed combination of algorithms to localize optic disc and macula on the publically 

available three benchmark listed in Table. 1. 

 

TABLE I. 

THE TRAINING AND TEST DATABASES USED 

 

 

 

 

 

 

 

 

 

The proposed algorithm should be trained on the training database (without influence of the test database). 

Therefore, the set of images from the three benchmarks listed in Table. 1 has been split into a training database and a 

test database. The training database contains 40% of the images from each benchmark and the test database contains 

the rest of 60% of the images. To reduce variability, multiple rounds of cross-validation are performed using 

different partitions, performing the analysis on one subset (the training set), and validating the analysis on the other 

subset (the validation set or testing set). 

 

4.1 Optic disc detection results 

 

The methods have been evaluated on the basis of two criterions i.e., to fall inside the manually selected optic disc 

patches (see Figure 6), and to be close to the manually selected OD center. Table 2 shows the correct detection of 

the OD location based on optic disc patch; the percentage detection rate of the proposed approach is higher than any 

of the individual algorithms. In Table 3 we can see the secondary error term that measures the average Euclidean 

distance of the candidates from the manually selected OD centers. We can observe that the combined system led to 

more accurate center localization than any of the individual algorithms. 

 

Benchmark Resolution No. of images 

Diaretdb0 [9 ] 1500×1152 130 

Diaretdb1[10 ] 1500×1152 89 

DRIVE [11 ] 565×584, 730×490 40 

https://www.researchgate.net/publication/240192501_Problems_Arising_in_the_Analysis_of_a_Series_of_Similar_Experiments?el=1_x_8&enrichId=rgreq-b77442a5-5472-490e-9af1-44405b8ed910&enrichSource=Y292ZXJQYWdlOzIyMDEzNTU3MztBUzoxMDE5ODUxMDE1NDk1ODZAMTQwMTMyNjU1MjAwNw==


 
 

Fig. 6. A retinal image with manually selected optic disc patch 
 

TABLE II.  CANDIDATES FALLING INSIDE MANUALLY SELECTED OD PATCH. 

 
 

             

             

Table III. average Euclidean error of the OD candidates 

 

  

  

  

  

  

  

  

  

  

  

  

  

  

             

             

      

 

 

Test databases 

Optic Disc detector algorithms 

ODpd ODed ODfv ODef ODht Combined system 

Diaretdb0 89.52 % 77.56 % 78.20 % 95.29 % 80.12 % 96.79 % 

Diaretdb1 88.99 % 75.46 % 77.04 % 93.70 % 76.41 % 94.02 % 

Drive 80.55 % 97.22 % 67.35 % 98.61 % 86.10 % 100 % 

Total average 87.95 % 79.88 % 76.12 % 95.26 % 79.78 % 96.34 % 

 

 

Test databases 

Optic Disc detector algorithms 

ODpd ODed ODfv ODef ODht Combined system 

Diaretdb0 15.89 20.63 18.55 11.89 11.41 12.23 

Diaretdb1 17.38 20.84 20.41 13.05 11.95 11.95 

Drive 23.31 13.21 20.69 16.98 14.67 15.95 

Total average 17.54 19.55 19.52 13.07 12.10 12.71 



4.2 Macula detection results 

 

To localize macula and detect fovea, we tested the five algorithms listed in section 2 on the same three databases of 

Table 1. The methods have been evaluated on the basis of two criterions i.e., macula error and fovea error. The 

macula error is the number of times the algorithm‘s output falls within the 0.5 DD radius of the manually selected 

macula center (Table 4), and fovea error i.e., the average Euclidean distance of these candidates and the manually 

selected centers (see Table 5). Results are given in pixels at the resolution of ROI diameter = 1432 (average ROI 

diameter of Diaretdb0 and Diaretdb01). Weights are calculated with considering the algorithms dependencies. Just 

like the OD, the combined system provided more accurate results than any of the individual algorithms both for the 

primary error and secondary error terms,  

 

TABLE IV 

 CANDIDATES FALLING IN MACULA REGION. 

             

          

TABLE V.  

AVERAGE EUCLIDEAN ERROR OF THE FOVEA CANDIDATES. 

 

  

  

  

  

  

  

  

  

  

  

  

  

  

             

            

4.3 Joint OD-macula detection results 

 

Research in ensemble methods has largely revolved around designing ensembles consisting of competent yet 

complementary models. The goal of the proposed approach is to leverage the power of multiple OD and macula 

detector that are competent but also complementary. The results demonstrate that the use of mutual geometric 

constraints between OD and macula has improved upon traditional approaches like simple averaging or voting. 

Weighted averaging has proven to be very effective and has achieved better prediction accuracy than any of the 

individual algorithm could have on their own (Figure 6). The use of geometric constraints between OD and macula 

 

 

Test databases 

Fovea detector algorithms 

MI Msr Mta Mn Mwm Combined system 

Diaretdb0 67.94 % 70.29 % 82.47 % 86.10 % 60.67 % 93.58 % 

Diaretdb1 60.373 % 77.66 % 78.29 % 91.50 % 71.69 % 99.68 % 

Drive 72.06 % 81.07 % 58.55 % 81.07 % 81.07 % 91.88 % 

Total average 65.77 % 74.24 % 78.03 % 87.39 % 67.10 % 95.53 % 

 

 

Test databases 

Fovea detector algorithms 

MI Msr Mta Mn Mwm Combined system 

Diaretdb0 29.98 31.63 52.13 35.57 29.28 29.64 

Diaretdb1 27.05 29.93 47.88 28.86 27.75 24.26 

Drive 16.52 24.19 61.68 36.08 22.19 26.80 

Total average 27.27 30.11 51.81 33.25 27.86 27.38 



is a unique contribution which has been rewarded as it outperforms all individual decisions and separate 

combination as shown in Table 6. Therefore, practitioners in diabetic retinopathy should stay tuned for further 

developments in the vibrant area of multiple algorithm based decision making. 

 

TABLE VI 

OD / MACULA DETECTION BASED ON MUTUAL INFORMATION. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

V. CONCLUSION 

 

We developed a framework for combining state-of-the-art OD/fovea detector in a flexible way. The aim was to give 

an intuitive understanding of the potential advantage of ensemble methods in term of improving performance as 

compared to individual algorithms. We showed that our combination outperformed all the individual algorithms. We 

have used a majority voting and weighted linear combination based scheme that count the number of outputs of the 

algorithms falling in a specified radius circle, and is marked as a hotspot. Our method achieved highest performance, 

and closest to the manually selected optic disc center chosen by a retinal specialist. This proposed combination is 

just one possibility; there is still room for further improvement through further research by combining other 

methods. We tried to check the influence of each algorithm present in our combination system by excluding it and 

running the test again with rest of algorithm. In both cases i.e., OD and macula we found that all the algorithms were 

potentially useful and excluding any of them did not improve the results rather it decrease the detection rate.  

 

 

 

Test databases 

Joint OD-macula detection 

Macula OD 

Diaretdb0 96.79 97.64 

Diaretdb1 98.74 97.79 

Drive 91.73 100 

Total average 96.87 98.06 



 
Fig. 6.  Joint macula-OD detection results, the plus signs indicates system outpus against dots (the manually choosen by opthamologist) 
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